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ABSTRACT

In detailed shop-floor simulation applications, data concerning the cutting-tool requirements of the parts being machined in the manufacturing system are often necessary to drive the simulation model. While there are merits associated with the use of real data, such data are sometimes not readily available, and it is therefore desirable to have a method for generating hypothetical, yet realistic, tool requirement data. In this paper, we describe a two-stage procedure for generating random tool requirement matrices (part type vs. tool type 0-1 incidence matrices) on the basis of "expert" opinions about the characteristics of such data. In the first stage, we sample row-sums and column-sums of the tool requirement matrix from two user-specified multivariate normal distributions subject to the feasibility condition that the row- and column-sums yield the same grand total. In the second stage, we determine the binary values of the matrix elements by means of a heuristic. The resultant matrix reflects the desired characteristics, such as part type similarities and tool usage dependencies.

1 INTRODUCTION

The management of cutting-tools in advanced manufacturing systems, particularly Flexible Manufacturing Systems (FMSs), is becoming an increasingly studied area in both academia and industry. Simulation is often used to evaluate the impact of tool management strategies on the performance of manufacturing systems. In such simulation applications, information concerning the tool requirements for the family of parts being machined in the manufacturing system is necessary to drive the simulation model.

One approach for providing such input to the simulation model is to sample from an empirical distribution which has been constructed using data collected from existing process plans. However, this approach has several drawbacks as noted by Law and Kelton (1991). First, it is often very difficult and time consuming to collect complete and accurate data on tool requirements for each operation and each part which is machined in the manufacturing system. Second, this approach cannot be applied when data are unavailable (for example, in the case of new/projected systems). Third, the data that are collected constrain the range of the distribution. Random variables which fall outside this range will never be generated. These shortcomings of using empirical distributions become very relevant when the user desires to consider alternative (often speculative) scenarios for evaluating tool management strategies.

The alternative approach to modeling the tool requirement data is to sample from theoretical distributions that display the characteristics of "real" data. In this paper, we describe a two-stage procedure for generating tool requirement matrices based on the latter approach. In the first stage of the procedure, we sample row-sums and column-sums from two user-specified multivariate normal distributions so that the sum of the row-sums equals that of the column-sums. In the second stage, we determine the binary values of the matrix elements by means of a heuristic that takes into consideration both inter-row and inter-column correlations. This facility to generate "realistic" tool requirement matrices provides the user with a great deal of flexibility and ease in developing tooling related input models for manufacturing system simulation applications.

In the next section, we examine some of the characteristics of cutting-tool requirement matrices that illustrate why the generation of such matrices is not trivial. In §3 and §4, we describe the two stages of our procedure. The paper concludes with a discussion in §5.
2 CHARACTERISTICS OF CUTTING-TOOL REQUIREMENT DATA

We are primarily interested in generating 0-1 matrices having \( p \) rows and \( t \) columns in which each column corresponds to a particular type of cutting tool and each row corresponds to a particular part type. (For example, one of the columns might represent a \( 1/4" \) jobbers length, general purpose, high speed steel, straight shank, twist drill.) If part type \( i \) requires tool type \( j \) for processing, then element \( x_{ij} \) of the matrix has value 1; otherwise, \( x_{ij} \) equals 0. We denote the row-sums \( R_i \), where \( R_i = \sum_{j=1}^{t} x_{ij} \) for \( i = 1, 2, \ldots, p \). Similarly, the column-sums are denoted by \( C_j \), where \( C_j = \sum_{i=1}^{p} x_{ij} \) for \( j = 1, 2, \ldots, t \). Clearly, \{\( C_j \)\} and \{\( R_i \)\} are integers; and we must have \( \sum_{j} C_j = \sum_{i} R_i \) for a feasible assignment of tool types to part types.

Matrices of this type often mirror salient features of the manufacturing system. For example, it is common for some part types to have processing requirements similar to those of other part types. Such similarity in processing requirements is often used as a basis for formation of part families. In our context, this implies that parts belonging to a family have a high degree of tool commonality (that is, they require a similar number of tools of similar types). This implies that the rows of the matrix are correlated. If \( R_a \) and \( R_b \) denote the row-sums corresponding to row \( a \) and row \( b \), then similarity between these two part types (\( a \) and \( b \)) would be reflected in a high degree of correlation between \( R_a \) and \( R_b \).

Another feature of cutting-tool requirement matrices relates to dependencies among the usage of tools of different types. For example, in order to produce a threaded hole, it is necessary (in the simplest case) to first drill the hole and then tap it. Let columns \( c \) and \( d \) denote a drill and a tap (of corresponding size) respectively. For the part types under consideration, if it is known that the holes of the dimension produced by the drill are usually threaded, then \( x_{cd} = 1 \) would imply that it is very likely that \( x_{dc} = 1 \). Extrapolating this argument, the number of times, \( C_c \), that the tap is used is strongly related to \( C_d \), the number of times that the drill is used. Therefore, there exists a correlation between the columns of the matrix; and this is reflected in the correlation structure between the row-sums \( C_c \) and \( C_d \).

Similarities between processing requirements for related parts and dependencies between usages of different tools appear as 'clusters' in the tool requirement matrix. The presence of tool clusters in real tool requirement matrices is common (see Stecke (1989) for instance) and corresponds to the partitioning of the parts into part families.

To summarize, the scheme for generating a tool requirement matrix should yield random row-sums (that is, tool counts for each part type) whose correlations accurately represent similarities (probabilistic dependencies) between part types; simultaneously, the generation scheme should yield random column-sums (that is, part counts for each tool type) whose correlations accurately represent similarities (dependencies) between tool usages. These considerations form the basis for the matrix generation scheme described in the next two sections.

3 GENERATING ROW- AND COLUMN-SUMS

In the first stage of the procedure for generating a tool requirement matrix, the objective is to generate a \( p \times 1 \) random vector \( R \) of row-sums and a \( t \times 1 \) random vector \( C \) of column-sums

\[
R = [R_1, \ldots, R_p] \quad \text{and} \quad C = [C_1, \ldots, C_t].
\]

We assume that \( R \) (respectively, \( C \)) is normally distributed with user-specified mean vector \( \mu_R \) (respectively, \( \mu_C \)) and covariance matrix \( \Sigma_R \) (respectively, \( \Sigma_C \)).

We must sample \( R \) and \( C \) subject to the feasibility condition \( \sum_{j=1}^{t} C_j = \sum_{i=1}^{p} R_i \). We write \( R \sim N_p(\mu_R, \Sigma_R) \) and \( C \sim N_t(\mu_C, \Sigma_C) \); and we let \( T \) denote the componentwise grand total for each of these vectors.

3.1 Preliminaries

Our approach to the problem of generating \( R \) and \( C \) is based on a linear transformation

\[
R^* = HR,
\]

where \( H \) is any nonsingular \( p \times p \) matrix whose last row consists of 1's. For simplicity, we will consider

\[
H = \begin{bmatrix}
I_{p-1} & 0_{p-1} \\
1_{p-1} & 1
\end{bmatrix} \quad \Rightarrow \quad H^{-1} = \begin{bmatrix}
I_{p-1} & 0_{p-1} \\
-1_{p-1} & 1
\end{bmatrix}.
\]

First we seek to determine the distribution of \( R^* \) in terms of the analogous properties of \( R \).

To clarify the development, we introduce some additional notation that emphasizes the dependence of the random vectors under consideration on their respective dimensionalities. Let us rewrite \( R \) as

\[
R(p) = [R^*(p-1), R_p].
\]
where $R^{*(p-1)} = [R_1, R_2, \ldots, R_{p-1}]$. Similarly we define corresponding mean vectors

$$\mu_{R^{*(p)}} = E[R^{*(p)}] = [\mu_{R^{*(p-1)}}, \mu_p]',$$

where $\mu_{R^{*(p-1)}} \equiv E[R^{*(p-1)}] = [\mu_1, \mu_2, \ldots, \mu_{p-1}]$. We also define the corresponding covariance matrices

$$\Sigma_{R^{*(p)}} \equiv \text{cov}[R^{*(p)}] = \begin{bmatrix} \gamma_R & \eta_R \end{bmatrix},$$

where $\gamma_p = [\sigma_{1,p}, \sigma_{2,p}, \ldots, \sigma_{p-1,p}]$ and

$$\Sigma_{R^{*(p-1)}} \equiv \text{cov}[R^{*(p-1)}] = \begin{bmatrix} \sigma_{1,1} & \sigma_{1,2} & \cdots & \sigma_{1,p-1} \\ \sigma_{2,1} & \sigma_{2,2} & \cdots & \sigma_{2,p-1} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{p-1,1} & \sigma_{p-1,2} & \cdots & \sigma_{p-1,p-1} \end{bmatrix}.$$

For the transformed random vector (1), we define the analogous quantities $R^{*(p)} \equiv \|R_1^i\|, \mu_{R^{*(p)}} \equiv \|\mu_i\|, \Sigma_{R^{*(p)}} \equiv \text{cov}([R_1^i])$, and

$$\Sigma_{R^{*(p-1)}} \equiv \text{cov}[R^{*(p-1)}] = \begin{bmatrix} \sigma_{1,1} & \sigma_{1,2} & \cdots & \sigma_{1,p-1} \\ \sigma_{2,1} & \sigma_{2,2} & \cdots & \sigma_{2,p-1} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{p-1,1} & \sigma_{p-1,2} & \cdots & \sigma_{p-1,p-1} \end{bmatrix}.$$

We derive the relevant properties of $R^{*(p)}$ in terms of those of $R^{(p)}$. In view of Equations (1) and (2),

$$R^{*(p)} = H R^{(p)} = \left[ R^{(p-1)}, \sum_{i=1}^p R_i \right]'$$

is $p$-variate normal so that its distribution is completely determined by its mean vector and covariance matrix. Recall that $T = \sum_{j=1}^t C_j = \sum_{i=1}^p R_i$. Taking expectations in Equation (3), we have

$$\mu_{R^{*(p)}} = H \mu_{R^{(p)}} = \begin{bmatrix} \mu_{R^{*(p-1)}} \mu_T \end{bmatrix}',$$

where $\mu_T \equiv E[T] = \sum_{j=1}^t \mu_j$. Computing the covariance matrix corresponding to Equation (3), we have

$$\Sigma_{R^{*(p)}} = H \Sigma_{R^{(p)}} H' = \begin{bmatrix} \Sigma_{R^{*(p-1)}} + \gamma_p & \eta_R \\ \eta_R' & \sigma_T^2 \end{bmatrix}.$$

We make the key observation that given a fixed value of $R^{*(p-1)}$, the conditional distribution of $R^{*(p-1)}$ is $(p-1)$-variate normal with mean

$$E[R^{*(p-1)} \mid R^{*(p)} = T] = \mu_{R^{*(p-1)}} + \gamma_p (T - \mu_T) / \sigma_{R^{*(p-1)}},$$

see pp. 135–136 of Johnson and Wichern (1982). We can rewrite Equation (6) elementwise in terms of the original quantities $\{\mu_i\}$ and $\{\sigma_{i,j}\}$ as follows:

$$E[R_i^{*(p-1)} \mid R^{*(p)} = T] = \mu_i + \frac{\sum_{m=1}^{p-1} \sigma_{i,m}}{\sigma_{R^{*(p-1)}}} (T - \mu_T)$$

for $i = 1, 2, \ldots, p-1$. In addition, the conditional covariance matrix of $R^{*(p-1)}$, given $R^{*(p)} = T$, is

$$\text{cov}[R^{*(p-1)} \mid R^{*(p)} = T] = \Sigma_{R^{*(p-1)}} - \gamma_p (\gamma_p)' / \sigma_{R^{*(p-1)}}.$$

In terms of the original covariances $\{\sigma_{i,j}\}$, we can rewrite Equation (7) as

$$\text{cov}[R_i^{*(p-1)}, R_j^{*(p-1)} \mid R^{*(p)} = T] = \sigma_{i,j} - \frac{1}{\sigma_T^2} \sum_{m=1}^{p-1} \sigma_{i,m} \sum_{m=1}^{p-1} \sigma_{j,m}$$

for $i, j = 1, 2, \ldots, p-1$.

### 3.2 Algorithm for generating row- and column-sums

To generate each row-sum $R_i$ ($i = 1, 2, \ldots, p$) and each column-sum $C_j$ for $j = 1, 2, \ldots, t$, we perform the following steps.

1. Generate $C(t) \sim N(\mu_C, \Sigma_C)$.
2. Round off the column-sums $\{C_j : j = 1, \ldots, t\}$ to the nearest nonnegative integer and compute $T = \sum_{j=1}^t C_j$.
3. Given $T$, generate $R^{*(p-1)}$ from a $(p-1)$-variate normal distribution whose mean vector and covariance matrix are given by Equations (6) and (7) respectively.
4. Round off the variates $\{R_i : i = 1, \ldots, p-1\}$ to the nearest nonnegative integer values and recover the desired row-sums from Equation (2) as follows:

$$R_i = R_i^{*}, \quad i = 1, \ldots, p-1; \quad R_p = T - \sum_{i=1}^{p-1} R_i^{*}.$$

### 4 GENERATING THE TOOL REQUIREMENT MATRIX

In the second stage of the procedure, our objective is to assign 0's and 1's to the tool requirement matrix $[[\text{matrix}(i,j)]]$ so that (a) $\text{matrix}(i,j) = 1$ when part type $i$ requires tool type $j$; and (b) the row-sums and column-sums of $[[\text{matrix}(i,j)]]$ respectively match the values of $\{R_i\}$ and $\{C_j\}$ that were generated by the procedure given in §3.2. Ideally, the user-specified
correlation \( \text{corr}(C_j, C_k) \) between \( C_j \) and \( C_k \) should also be the correlation between the \( j \)th and \( k \)th elements of each row of the tool requirement matrix; similarly, \( \text{corr}(R_x, R_y) \) should be the correlation between the \( h \)th and \( i \)th elements of each column of the tool requirement matrix.

4.1 The Assignment Heuristic

The following heuristic begins by assigning the target row-sums and column-sums to the corresponding rows and columns respectively. On each iteration, a row, \( i_{\text{bestrow}} \), is chosen. For this row, a column, \( j_{\text{bestcol}} \), is selected, and the element \( \text{matrix}(i_{\text{bestrow}}, j_{\text{bestcol}}) \) is assigned a 1; and the corresponding row- and column-sums, \( R_{\text{bestrow}} \) and \( C_{\text{bestcol}} \), are each decremented by 1. If the resultant \( R_{\text{bestrow}} \) is positive, then another column is assigned to \( i_{\text{bestrow}} \). This procedure of assigning 1's to the elements of \( i_{\text{bestrow}} \) in the tool requirement matrix continues until \( R_{\text{bestrow}} \) has been decremented to zero. Then, the next iteration begins with the assignment of another row to \( i_{\text{bestrow}} \). The procedure terminates when all the row-sums have been reduced to zero. In the algorithmic statement given below, \( \text{"s.t."} \) is an abbreviation for the phrase \"such that\" and \( \# (E) \) denotes the number of elements in the set \( E \).

Input: The sampled row-sums and column-sums and the user-specified inter-row-sum and inter-column-sum correlations.
Output: The tool requirement matrix \( \text{[matrix}(i,j)\text{]} \).

Step (0): [Initialize.]
Initialize \( \{R_i\} \) and \( \{C_j\} \) to the sampled row- and column-sums.
Set \( \text{matrix}(i,j) \leftarrow 0 \) for \( i = 1, \ldots, p \); \( j = 1, \ldots, t \).

Step (1): [Select current row and column.]
\( i_{\text{bestrow}} \leftarrow i \) s.t. \( R_i = \max \{R_k \mid k = 1, 2, \ldots, p\} \)
\( j_{\text{bestcol}} \leftarrow j \) s.t. \( C_j = \max \{C_m \mid m = 1, 2, \ldots, t\} \)
\( \text{matrix}(i_{\text{bestrow}}, j_{\text{bestcol}}) \leftarrow 1 \)
\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)
\( C_{\text{bestcol}} \leftarrow C_{\text{bestcol}} - 1 \)
If \( R_{\text{bestrow}} = 0 \) then go to Step (2)
Else go to Step (3)

Endif

Step (2): [Select next column for current row.]
If (there is nextcol s.t. \( \text{corr}(C_{\text{nextcol}}, C_{\text{bestcol}}) = \max \{\text{corr}(C_m, C_{\text{bestcol}}) \mid m \neq \text{bestcol}, C_m > 0\} \)
& \( \text{corr}(C_{\text{nextcol}}, C_{\text{bestcol}}) \geq 0.5 \)
& \( \text{matrix}(i_{\text{bestrow}}, \text{nextcol}) = 0 \) )
then \( j_{\text{bestcol}} \leftarrow \text{nextcol} \)
[In case of a tie, choose the candidate column with the largest current column-sum.]
Else
\( \text{nextcol} \leftarrow j \) s.t.
\( C_j = \max \{C_m \mid \text{matrix}(i_{\text{bestrow}}, m) = 0\} \)
\( j_{\text{bestcol}} \leftarrow \text{nextcol} \)
Endif
\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)
\( C_{\text{bestcol}} \leftarrow C_{\text{bestcol}} - 1 \)
If \( R_{\text{bestrow}} > 0 \) then go to Step (2)
Else go to Step (3)
Endif

Step (3): [Select next row for assignment.]
If ( \( R_i = 0 \) for \( i = 1, 2, \ldots, p \) ) then go to Step (5)
Endif

——— Check the exception condition:
\( C_{\text{max}} \leftarrow \max \{C_j \mid j = 1, 2, \ldots, t\} \)
\( R_{\text{num}} \leftarrow \# \{R_i \mid R_i > 0, i = 1, 2, \ldots, p\} \)
If ( \( C_{\text{max}} > R_{\text{num}} \) ) then go to Step (4)
Endif

If ( there is nextrow s.t. \( \text{corr}(R_{\text{nextrow}}, R_{\text{bestrow}}) = \max \{\text{corr}(R_i, R_{\text{bestrow}}) \mid R_i > 0\} \)
& \( \text{corr}(R_{\text{nextrow}}, R_{\text{bestrow}}) \geq 0.5 \) ) then
\( \text{iprevrow} \leftarrow i_{\text{bestrow}} \)
\( i_{\text{bestrow}} \leftarrow j_{\text{nextrow}} \)
[In case of a tie, choose the candidate row with the largest current row-sum.]
If ( there is \( j \) s.t. \( C_j = \max \{C_m \mid C_m > 0; \text{matrix}(\text{iprevrow}, m) = 1\} \) )
then \( j_{\text{bestcol}} \leftarrow j \)
Else \( j_{\text{bestcol}} \leftarrow i \) s.t. \( C_i = \max \{C_m\} \)
Endif
\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)
\( C_{\text{bestcol}} \leftarrow C_{\text{bestcol}} - 1 \)
If \( (R_{\text{bestrow}} > 0) \) then go to Step (2)
Else go to Step (3)
Endif
Else go to Step (1)
Endif

Step (4): [Eliminate exception condition.]
Undo the assignment of values to the elements of \( i_{\text{bestrow}} \) — that is, set all elements in the row to zero
and reinstate the row-sum and column-sums to the values prior to this row's iteration.

Let \( E = \{ C_j \mid C_j \text{ satisfied exception condition in Step (3)} \} \)

If \( \#(E) > R_{\text{bestrow}} \) then

Find \( i \) s.t. \( R_i = \max \{ R_k \mid k \neq \text{ibestrow} \} \)

\( \text{ibestrow} \leftarrow i \)

\( \text{ibestcol} \leftarrow j \) s.t. \( C_j = \max \{ C_m \mid m = 1, \ldots, t \} \)

\( \text{matrix}(\text{ibestrow}, \text{ibestcol}) \leftarrow 1 \)

\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)

\( C_{\text{bestcol}} \leftarrow C_{\text{bestcol}} - 1 \)

If \( R_{\text{bestrow}} > 0 \) then

\( \text{go to Step (2)} \)

Else

\( \text{go to Step (3)} \)

Endif

Else

Do for every \( q \) s.t. \( C_q \in E \)

\( \text{matrix}(\text{ibestrow}, q) \leftarrow 1 \)

\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)

\( C_q \leftarrow C_q - 1 \)

\( \text{nextcol} \leftarrow q \)

Endo

If \( R_{\text{bestrow}} = 0 \) then

\( \text{go to Step (3)} \)

Else

Let \( \text{iprecrow} \) denote the row that preceded \( \text{ibestrow} \) in assignment procedure.

If \( \text{corr}(R_{\text{iprecrow}}, R_{\text{bestrow}}) \geq 0.5 \) then

If \( \) \( \) there exists \( j \) s.t.

\( C_j = \max \{ C_m \mid C_m > 0; \text{matrix}(\text{iprecrow}, m) = 1 \} \)

then

\( \text{ibestcol} \leftarrow j \)

Else

\( \text{ibestcol} \leftarrow l \) s.t.

\( C_l = \max \{ C_m \mid m = 1, \ldots, t \} \)

Endif

\( \text{matrix}(\text{ibestrow}, \text{ibestcol}) \leftarrow 1 \)

\( R_{\text{bestrow}} \leftarrow R_{\text{bestrow}} - 1 \)

\( C_{\text{bestcol}} \leftarrow C_{\text{bestcol}} - 1 \)

If \( R_{\text{bestrow}} > 0 \) then

\( \text{go to Step (2)} \)

Else

\( \text{go to Step (3)} \)

Endif

Else

\( \text{ibestcol} \leftarrow \text{nextcol} \)

\( \text{go to Step (2)} \)

Endif

Endif

Step (5): [Exit the procedure.]

Return \( ||\text{matrix}(i,j)|| \).

The only source of complication in this heuristic is the exception condition. This arises when, at the beginning of any iteration, the number of unfilled rows remaining is less than the largest (current) column-sum. This implies that some element in each column having the largest column-sum will need to be assigned a value greater than 1 in order to satisfy the column-sum constraints. This problem is avoided in step (4) of the heuristic by giving these columns a higher priority for assignment over other columns than would otherwise be more desirable.

4.2 Sample Results

Figures 1a, 1b, and 1c illustrate three sample 20x25 matrices generated on the basis of the user-specified data shown in Table 1. The inter-row-sum correlations \( \{ \text{corr}(R_h, R_i) \} \) for \( 1 \leq h, i \leq 10 \) and for \( 11 \leq h, i \leq 20 \) were specified as 0.9. All other inter-row-sum correlations were set at 0.1. The inter-column-sum correlations \( \{ \text{corr}(C_j, C_k) \} \) for \( 1 \leq j, k \leq 12 \) and for \( 13 \leq j, k \leq 25 \) were specified as 0.8, and all other inter-column-sum correlations were set at 0.1.

The row-sums and column-sums were generated based on this input by the first stage of the procedure that is described in §3. The values of the matrix elements were determined by the heuristic in §4.1.

All the three sample matrices reflect the desired tool commonality among rows 1-10 and rows 11-20. The desired tool usage dependencies are also evident in these matrices. These examples illustrate that, subject to the above input conditions, the desired matrix may have more than one form of clustering (compare Figure 1a and 1c). Also note that deviations from perfect cluster formation is sometimes necessary to satisfy the row-sum and column-sum constraints (See Figure 1a rows 15 and 20, for example).

5 DISCUSSION

In this paper, we have described a two-stage method for generating cutting-tool requirement matrices based upon user-specified information on the distributions of the row-sums and column-sums. The matrices that are generated not only satisfy the row-sum and column-sum constraints but also reflect part similarities and tool usage dependencies that are characteristic of real tooling data. This facility to generate random, yet realistic, cutting-tool input data will be of use in detailed shop-floor simulation applications, such as for the evaluation of cutting-tool management strategies.
Table 1: Target row-sums and column-sums

<table>
<thead>
<tr>
<th>Row-Sum $R_i$</th>
<th>Column-Sum $C_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>$j$</td>
</tr>
<tr>
<td>1</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>2</td>
<td>12.0 1.0</td>
</tr>
<tr>
<td>3</td>
<td>10.0 2.0</td>
</tr>
<tr>
<td>4</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>5</td>
<td>8.0 1.0</td>
</tr>
<tr>
<td>6</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>7</td>
<td>12.0 2.0</td>
</tr>
<tr>
<td>8</td>
<td>10.0 2.0</td>
</tr>
<tr>
<td>9</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>10</td>
<td>8.0 1.0</td>
</tr>
<tr>
<td>11</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>12</td>
<td>12.0 2.0</td>
</tr>
<tr>
<td>13</td>
<td>10.0 2.0</td>
</tr>
<tr>
<td>14</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>15</td>
<td>8.0 1.0</td>
</tr>
<tr>
<td>16</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>17</td>
<td>12.0 2.0</td>
</tr>
<tr>
<td>18</td>
<td>10.0 2.0</td>
</tr>
<tr>
<td>19</td>
<td>10.0 1.0</td>
</tr>
<tr>
<td>20</td>
<td>8.0 1.0</td>
</tr>
</tbody>
</table>

Figure 1a: Cutting-tool requirement matrix #1

Figure 1b: Cutting-tool requirement matrix #2

Figure 1c: Cutting-tool requirement matrix #3
One direction for future research in this area is the incorporation of information related to processing times within the tool-requirement matrix. This is pertinent in applications where information on the processing times associated with each cutting-tool for every part is required. Processing times, thus, would add another dimension to this variate generation problem.

Another extension of this problem is related to the notion of processing flexibility. In the machining context, it is often possible to process a part with alternate tool types (not necessarily with the same efficiency). For example, a part may require tool types 1, 3, 4, and one of 5, 6, and 7. Therefore, this part can be processed with three possible tool sets. A method is necessary to capture this feature of tool type substitutability when generating cutting-tool requirement data. An additional complication arises in the case of a tool type that requires two or more tool types to substitute it. For example, if the shape generated by tool type 4 can also be generated by using both tools 7 and 9, then we are faced with a situation where one tool type can be substituted by two different tool types. Thus, not only can a particular part type have more than one set of (alternative) tool requirements, but also these sets may contain different number of tools.

In conclusion, the problem of generating realistic cutting-tool requirement data is not trivial. It is hoped that the methodology presented in this paper will stimulate more research in this area that will lead to the development of robust input modeling techniques for detailed manufacturing simulation applications.
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