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ABSTRACT
This paper examines the problem of locating resources such as databases, controllers, and data processors on a computer network. The integer programming problem in location variables \( y \) and interconnection variables \( z \) is solved using two simulated annealing algorithms. Pure simulated annealing (SA) is solved using two simulated annealing algorithms. In hybrid simulated annealing (HSA), the problem in \( x \) becomes a special case of the Transportation problem; the worst case solution for HSA is \( O(N^{2N}) \). In parallel simulated annealing, a decomposition procedure yields knapsack problems for \( x \) when \( y = 1 \), and \( x = 0 \) when \( y = 0 \); this is solved in \( O(N^2 2^N) \). Numerical results show that the computation time taken by the simulated annealing algorithms are comparable to a Lagrangian relaxation procedure, and the solutions are on the average within 8% of a lower bound.

1. INTRODUCTION

The goal of topological design of computer networks is to achieve a specified performance at minimum cost. Since the full problem is intractable, topological optimization is decomposed into separate components including the design of the backbone of the network, local access network including the location of concentrators, and the distribution of network resources such as data bases, packet controllers, and fault indicators (i.e. alarms). Each of these individual problems is also difficult and complex, and there is fairly intensive research at present in deriving solution techniques for them.

Another important problem in designing computer networks is that of locating resources such as databases, controllers, and data processors (i.e. computers) so as to make them available to all customer sites at a minimum cost. Simultaneous treatment of computer and database location has been analyzed by Chen and Akoka [1980], Fisher and Hochbaum [1980], Gavish and Pirkul [1986], and Morgan and Levin [1977] among others. We call such an optimization problem the Computer Resource Location Problem (CRLP).

We present two algorithms based on simulated annealing for solving the CRLP. Simulated annealing, introduced by Kirkpatrick et al. [1983], has gained popularity in recent years because it is a new technique and has been applied to the solution of such problems as VLSI design, circuit placement, scheduling, and the famous traveling salesman problem in operations research (see the bibliography in the report by Collins et al. [1987]). To our knowledge, this paper is the first one that has attempted to solve computer network design problems using simulated annealing.

The main drawback with simulated annealing (SA) is that it usually takes enormous amount of computer time to solve optimization problems. In this paper, we have used some heuristics for speeding up the process. In the first one, we transform the CRLP in such a way that part of it is easily solvable using straightforward linear programming techniques. Thus only some variables need to be generated randomly. In the second one, we parallelize the optimization problem, and use a nested simulated annealing algorithm to solve it.

In order to compare the performance of these algorithms, we also provide a Lagrangian relaxation algorithm, based on Mirzaian's [1985] method. We solved 25 randomly generated problems using all three algorithms for networks of up to 15 nodes. Results show that, on the average, both algorithms based on simulated annealing performed quite well. On the average, the computation time was comparable to the Lagrangian relaxation algorithm, and the optimal solutions were within 8% of a lower bound.

This paper is organized as follows: In the next section, we provide a general formulation of the computer resource location problem (CRLP), and examine its complexity. Section 3 presents the main parameters of the simulated annealing algorithms. In Sections 4 and 5 we present the modified simulated annealing algorithms that we propose and examines the issue of complexity. In Section 6, we present the Lagrangian relaxation algorithm. Section 7 contains the results of numerical examples.

2. COMPUTER RESOURCE LOCATION PROBLEM

We begin with an existing network of nodes and interconnecting paths. In computer networks, paths consist
of communication links, such as telephone lines, satellite links or microwave links. The nodes can represent a message switch, satellite earth station or a microwave relay station, etc., and provide basic communication services. We seek to place resources at various nodes on the existing network. We intend to determine the optimum number of resources and the optimum interconnections between users and the resources in the network.

When a resource is connected to a user, there is a cost incurred on the path used between the entities to provide the service. This cost will be referred as the path weight. The interpretation of the path weight depends on the application and the optimization criteria. For example, if one of the objectives is to minimize the total of communication costs for messages then the path weight might represent the communication cost per message on the path. Other examples of the path weight are delay on the path, and reliability of the path.

A cost is also incurred in locating a resource at a given node. This cost will be referred as the entity weight for that location. The interpretation of the entity weight also depends on the application and the optimization criteria. If one of the objectives is to minimize the total investment in the resource being installed, the entity weight might represent the cost incurred in buying, installing, and maintaining the resource. Nodal processing delay, and reliability of a node are other examples of the entity weight.

The Computer Resource Location Problem (CRLP) associated with the hierarchical structure described above is stated as follows:

Given: Candidate locations for the resources in the network, the path weights, the entity weights for every candidate location, and the service capacities of entities at each node.

Obtain: The optimal number of resources and their locations on the network, and the optimal interconnections between users and resources.

To minimize: The total cost due to path and entity weights.

Subject to: Capacity constraints.

Mathematically the CRLP is stated as,

$$P1$$

Choose $$x_{ij}$$ and $$y_j$$ to

Minimize:

$$Z = \sum_{j \in I} \sum_{i \in I} c_{ij} x_{ij} + \sum_{j \in I} f_j y_j$$  \hspace{1cm} (1)

Subject to:

$$\sum_{j \in I} x_{ij} = 1, \hspace{0.5cm} \forall i \in I$$ \hspace{1cm} (2)

$$\sum_{i \in I} x_{ij} y_j, \hspace{0.5cm} \forall j \in I$$ \hspace{1cm} (3)

$$x_{ij} - y_j \leq 0, \hspace{0.5cm} \forall i \in I, j \in I$$ \hspace{1cm} (4)

$$x_{ij}, y_j \in (0,1), \hspace{0.5cm} \forall i \in I, j \in I$$ \hspace{1cm} (5)

Where,

- $$Z$$: the total cost.
- $$L$$: the number of levels in the hierarchy (given).
- $$I$$: set of user locations and candidate locations for the resources.
- $$i$$: an index which represents the location of the users.
- $$j$$: an index which represents the candidate locations for the resources.
- $$c_{ij}$$: path weight between $$i$$ and $$j$$.
- $$f_j$$: entity weight at location $$j$$.
- $$s_j$$: capacity of resource at location $$j$$.

$$x_{ij}$$: assignment variable which is equal to 1 if the user at location $$i$$ is connected to resource at location $$j$$, and is 0 otherwise.

$$y_j$$: location variable which is equal to 1 if a resource is placed at the candidate location $$j$$, and is 0 otherwise.

The first term on the right hand side of Eq.(1) represents the cost due to the interconnection of users to resources, and the second term represents costs due to the location of resources. Constraint set (2) ensures that user is adequately served by the resources. Note that we have allowed each user to be only served by one resource. This is frequently referred to as the 'star-star' configuration. Constraint set (3) ensures that the total service demanded from a resource by all users does not exceed its capacity. Constraint set (4) ensures that users are not assigned to a location where a resource does not exist.

3. SIMULATED ANNEALING

Simulated annealing (SA) is motivated by the behavior of mechanical systems with a very large number of degrees of freedom. According to the general principles of physics, any such system can be coaxed into a minimum energy level by a slow annealing process. Kirkpatrick et al. [1983] showed that a fruitful connection existed between simulated annealing and combinatorial optimization involving search for global extrema of a function that had many local extrema. In optimization, simulated annealing works as follows: At relatively high temperatures (a parameter of the procedure), many solutions are accepted, even if they are bad. This allows the search to discover the gross features of the problem domain. Successively lower temperatures identify more details, and the solutions become more localized. Ultimately, SA yields a very good solution on a very good mode of the problem domain. We will now present a formal representation of simulated annealing.
We are concerned with the minimization of a function $Z: X \times Y \rightarrow \mathbb{R}$, where $X = \{x_{ij} : x_{ij} \text{ is integer } \forall i \in I, j \in J\}$ and $Y = \{y_{ij} : y_{ij} \in (0,1), V_{ij} \in I\}$. Let $w = (x_{ij}, y_{ij}) \in X \times Y$ be a particular feasible solution to the problem, and assume that for each $w$ there is a set $N(w) \subset X \times Y$, which we call the set of neighbors of $w$. Assume that there is a transition probability matrix $P$ such that $P(w, w') > 0$ if and only if $w' \in N(w)$. We will denote $Z' = Z(w)$. Also let $T_1, T_2, \ldots$ be a sequence of strictly positive numbers (the temperature), such that

$$T_1 \geq T_2 \geq \ldots \tag{6}$$

and

$$\lim_{k \to \infty} T_k = 0 \tag{7}$$

The simulated annealing algorithm, with current solution $w$, works as follows:

1. Generate $w' \in N(w)$.
2. Set $w' \rightarrow w$ with probability
   $$p = \min\{1, \exp[(Z - Z')/T_k]\},$$
   and leave it unchanged with probability $1 - p$.
3. Replace $w$ with $w'$, and repeat steps 1 to 3 until solution unchanged for $M$ iterations.
4. Replace $T_k$ with $T_{k+1}$, and repeat Steps 1 to 4, until $T_k \approx 0$.

Note that in Step 2, if $Z' < Z$, $p = 1$, and $w'$ is chosen to be the next value of $w$ for sure. Also conversely if $Z' > Z$, $p < 1$, for most values of $T_k$. The exception is the case when $T_k \gg |Z - Z'|$, which gives $\exp([Z - Z'])/T_k \approx 1$, and even if $Z' > Z$. In this case, $w'$ would be chosen to be the next value of $w$, even though it might give a worse value of $Z$; i.e. initially, nearly all $w$ are candidates for the best solution. As the temperature decreases, the worse solutions get selected with lower probability.

Hajek [1988], Lundy and Mees [1986] and Mitra et al. [1986] have proved that the simulated annealing algorithm converges asymptotically. The main issue is to obtain a **cooling schedule** $\alpha(T)$, i.e. the trajectory of the temperature reduction denoted by (6) and (7), that will guarantee asymptotic optimality.

We chose a cooling schedule that had the form of an exponential decay:

$$T_k = T_1 e^{-\alpha k} \tag{8}$$

where $T_1$ is the initial starting temperature, and $\alpha$ is a constant. Note that the cooling schedule given by equation (8) satisfies equations (6) and (7), and the conditions of Hajek's [1988] theorem proving the convergence of simulated annealing. Note that this cooling schedule has more attractive properties than the ones suggested by Hajek [1988] and Lundy and Mees [1986]: it takes longer to find the gross features of the problem domain, and does not linger too long once it has found the mode in which the global optimal solution lies.

Next, we have to decide the value of $T_1$, the initial temperature. Here there is a trade-off between choosing a value of $T_1$ so high that all $w' \in N(w)$ would be candidates for $w$ in Step 2, thus considerably slowing down the convergence of the algorithm, versus having a $T_1$ so low that only $w'$ for which $Z' < Z$ are chosen to be the next value of $w$, where the gross features of the solution space $X \times Y$ are missed leading to local rather than global optima. The latter case also amounts to reducing simulated annealing to a straightforward steepest descent algorithm. We chose the initial temperature as follows:

$$T_1 = \min_{x \in X} \max_{y \in Y} Z \tag{9}$$

Note that equation (9) gives the least upper bound of the hierarchical facility location-allocation problem.

Finally, although $\lim_{T \to \infty} T_i = 0$ guarantees convergence, it may take exponentially long to obtain a result. Thus the choice of $T_i$, the final temperature determines the final error in the solution. If the total number of possible solutions to problem $P_1$ is $W$, (note only one of which is the global optima), the sensitivity of optimal solution (i.e. the allowed error bound) is $\delta$, and the error probability is $\gamma$, then we need $\gamma/(1 - \gamma) \geq (W - 1)e^{-\delta/\gamma}$ (Lundy and Mees, 1986). This gives us

$$T_i \leq \delta/(\log(W - 1) - \log\gamma) \tag{10}$$

We use equation (10) to set the final temperature for the simulation.

4. **HSA: HYBRID SIMULATED ANNEALING**

The first algorithm proposed in this paper makes use of a special property of the CRLP and combines linear programming with the simulated annealing technique to solve the CRLP very efficiently. When the location variables ($y$'s) are known and fixed, we can drop constraint (4) in problem $P_1$. This reduces $P_1$ to a special case of the transportation problem. Since the constraint matrix of the transportation problem is unimodular, when the right-hand-side $s_j$ are all integers, a straightforward linear programming algorithm gives integer (0 or 1) solutions for the $x$'s, even when the integer constraint on the $x$'s are dropped.

Computational experience has shown that a straightforward application of the simulated annealing technique, where both $x$'s and $y$'s are chosen randomly, results in very poor performance. By transforming the CRLP as described above, only the $y$'s need to be generated randomly and, for each $y$, the optimal $x$'s can be obtained.
using linear programming techniques. The number of x's is much larger than the number of y's. Thus, our transformation reduces the computation time considerably. We deal with the complexity of HSA in the next subsection.

**Algorithm 1**

We will now present the algorithm. In order to keep the description concise, we will adopt the following notation:

- \( Z \): the total cost as defined by Eq. (1).
- \( Z' \): the total cost of the current optimal solution.
- \( I \): set of candidate locations for the resources. Note that these are the same nodes where the users are located.
- \( K' \): subset of \( I \) selected for location of resources at the \( I \)-th iteration. [i.e. \( y_j = 1, \forall j \in K' \)].
- \( n \): cardinality of the set \( I \), i.e., the number of candidate locations for the resources.
- \( k' \): cardinality of the set \( K' \), i.e., the number of resources selected in the \( I \)-th iteration.
- \( m \): the minimum number of resources required to serve all the \( k \) users.

**Statement of the algorithm:**

1. Initialize: set \( Z^* = \infty \), temperature, \( T = T_1 \) using Eq. (9) set \( l = 0 \), and \( K' \).

2. \( l = l + 1 \)

   Randomly generate \( K' = N(K'^{-1}) \)

   Such that,

   \[ m < k' \leq n \]

   \[ \sum_{j \in K'} y_j \geq k' \]

3. For fixed \( y_j \), Do The Following:

   Solve the LP,

   \[ Z = \min \sum_{j \in K'} \sum_{i \in I} c_{ij} x_{ij} \]

   Subject to:

   \[ \sum_{j \in K'} x_{ij} = 1, \forall i \in I \]

   \[ \sum_{j \in I} x_{ij} \leq \delta_i y_j, \forall j \in I \]

4. Compute \( \Delta Z = Z - Z^* \)

   If \( \Delta Z < 0 \), then \( Z^* = Z \) and store current solution.

   Else with Prob = \( \exp(-\Delta Z/T) \),

   \( Z^* = Z \) and store current solution.

5. Lower Temperature, \( T = \alpha(T) \), using Eq. (8).

   If \( T > T_f \) (Eq. 10), go to Step 3.

   Else, stop and record optimal solution.

**Complexity**

The first thing to note is that HSA is guaranteed to converge since the cooling schedule (equation 8) we have used satisfies Hajek's [1988] theorem of convergence. Secondly, by our choice of the final temperature (equation 10), we have specified that the final solution will have an error of \( \delta \) or less with probability \( \gamma \).

If the cardinality of the set \( I \) is \( N \), there are \( N^2 \) x-variables and \( N \) y-variables, each of which can take a value of either 0 or 1. A total enumeration of the integer programming problem would require \( 2^{N^2+N} \) computations. Even a partial enumeration technique like branch-and-bound, or the Lagrangian relaxation technique would have a worst case performance of \( O(2^{N^2+N}) \) (Parker and Rardin, 1988). Mitra et al. [1986] have shown that the worst case convergence time of pure simulated annealing for an optimization problem with \( n \) 0-1 parameters is \( O(2^n) \) where \( c \) is some constant. Thus in the problem of resource location in data networks, had we used pure SA we would expect a computational complexity of \( O(2^{N^2+N}) \). However, we only use simulated annealing for the \( N \) y-variables. The \( x_{ij} \) for simulated \( y_j \) are obtained by solving a linear program in \( N^2 \) variables.

Decades of experience with the simplex method shows that observed behavior of a linear program with \( m \) constraints is \( O(m) \) (Murthy, 1976). Thus since the number of constraints \( m = 2N \) for the problem in Step 3 of Algorithm 1, the observed complexity of the hybrid simulated annealing algorithm should be \( O(N \cdot 2^N) \) which is much smaller than the worst case performance of either pure SA or a Lagrangian relaxation technique.

The worst case performance of the simplex method is \( O(2^n) \). However, recent theoretical research using probability distributions on linear programming data has shown that the expected performance of the simplex method ranges from \( O((1/n + 1/(m-n+1))^{-1}) \) to \( O((1/n + 1/(m-n+1) - 1/m)^{-1}) \), where \( n \) and \( m \) are the number of variables and constraints respectively. (See for instance, Parker and Rardin [1988] and Smale [1983]). Thus, the expected complexity of HSA is also \( O(N \cdot 2^N) \), and we are justified in arguing that the complexity of the hybrid simulated annealing method we propose in this paper would be orders of magnitude less than a partial enumeration technique like Lagrangian relaxation for solving the hierarchical facility location-allocation problem.
5. PSA: PARALLEL SIMULATED ANNEALING

In the second method, we parallelize the simulated annealing procedure and obtain an algorithm that has complexity \( O(N^{k^2} 2^N) \) where \( k \) is a constant. We first use a Lagrangian technique to relax constraint (2) in problem P1. Thus the objective function becomes:

\[
Z R(\mu) = \sum_{j \in I} \sum_{i \in I} c_{ij} x_{ij} + \sum_{j \in I} f_j y_j + \sum_{i \in I} \mu_i (\sum_{j \in I} x_{ij} - 1)
\]

where \( \mu = (\mu_1, ..., \mu_N) \) are the Lagrangian multipliers associated with the \( N \) constraints (2). Note that we can rewrite (11) as:

\[
Z R(\mu) = \sum_{j \in I} \left\{ \sum_{i \in I} (c_{ij} + \mu_i) x_{ij} + f_j y_j \right\} - \sum_{i \in I} \mu_i \tag{12}
\]

From equation (12) we see that P1 can be written as a set of \( I \) problems in \( j \) where the \( j \)-th problem, for fixed \( \mu \), is given by:

**P2Rj**

Maximize w.r.t. \( x \)

\[
Z R_j(\mu) = \sum_{i \in I} (c_{ij} + \mu_i) x_{ij} + f_j y_j - \sum_{i \in I} \mu_i \tag{13}
\]

Subject to:

\[
\begin{align*}
\sum_{i \in I} x_{ij} & \leq s_j y_j \tag{14} \\
x_{ij} & \leq y_j, \quad \forall i \in I \tag{15} \\
x_{ij}, y_j & \in (0, 1), \quad \forall i \in I \tag{16}
\end{align*}
\]

Note that \( Z R(\mu) = \sum_{j \in I} Z R_j(\mu) \).

The dual of this problem is given by

**P2Dj**

Maximize w.r.t. \( \mu \)

\[
Z D_j = Z R_j(\mu_i) \tag{17}
\]

Subject to:

\[
\mu_i \geq 0 \tag{18}
\]

Note that, when \( y_j = 0 \) for some \( j \), \( x_{ij} = 0, \forall i \in I \).

Conversely, when \( y_j = 1 \) for some \( j \), equation (15) can be dropped since it is superfluous due to (16), and problem P2Rj belongs to the class of 'knapsack problems'. The following results apply:

**Theorem 1:**

Suppose \( \mu_i \geq 0, \forall i \in I, \) and \( \mu = (\mu_1, ..., \mu_N) \). Also, for fixed \( y \), let \( Z_*, Z_R^*, Z_D^* \) be the optimal solutions of P1, P2R, and P2D respectively. (Here P2R is the combined solution from all the individual P2Rj, and P2D is the same). Then

\[
\begin{align*}
Z R^* & \leq Z^* \\
Z D^* & \leq Z^* \tag{19}
\end{align*}
\]

**Proof:** Modification of proof of Theorem 5.13 in Parker and Rardin [1988] applies.

**Theorem 2:**

If \( x_{ij}, \forall i \in I \) solves P2Rj for fixed \( y_j \), and some \( \mu_0 \geq 0 \), and both (i) \( \sum_{i \in I} x_{ij} = 1, \forall i \in I \), and (ii) \( \sum_{i \in I} \mu_i (\sum_{j \in I} x_{ij} - 1) = 0 \) hold, then \( x_{ij} \) solves P1 for that \( y_j \).

**Proof:** Modification of proof of Theorem 5.14 in Parker and Rardin [1988] applies.

One way to change the \( \mu_i \)'s is by using a subgradient technique (Parker and Rardin, 1988). For fixed \( \mu_i \), \( Z R^*(\mu) \) will give the lower bound of the problem; i.e. \( Z R^*(\mu) = Z_{LB} \). Suppose we find feasible \( x_{ij} \)'s such that \( \sum_{j \in I} x_{ij} = 1, \forall i \in I \), then we will get \( Z_{UB}(\mu) \). We use the following mechanism to change the \( \mu_i \):

\[
w_i^t = r^t (Z U_B(\mu_i) - Z_{LB}(\mu_i))/\left( \sum_{j \in I} x_{ij} - 1 \right)^2 \tag{20}
\]

\[
\mu_i^{t+1} = \max \{ 0, \mu_i^t + w_i^t (\sum_{j \in I} x_{ij} - 1) \} \tag{21}
\]

where \( r^t \) is some parameter such that \( \lim_{t \to \infty} r^t = 0, \) and \( \lim_{t \to \infty} \sum_{i \in I} = \infty \).

The problem now is solved in two parts: First, we will find the optimal value of the \( x_{ij} \)'s for all \( y_j = 1 \). This involves using the subgradient procedure given in equations (20) and (21). We will call this 'Algorithm 2a', and the results of this procedure are stored. Next we will randomly generate the \( y_j \)'s and use the stored values from Algorithm 2a to evaluate the objective function \( Z \) which is then examined for goodness using the traditional simulated annealing mechanism. We will call this 'Algorithm 2b'.

**Algorithm 2a**

1. **Initialize:** Pick any \( \mu_i \geq 0, \forall i \in I, \) and \( \mu = (\mu_1, ..., \mu_N) \). Set \( t = 1, \) and \( Z^* = -\infty \).

2. **Solve** P2Rj, \( \forall j \in I, \) and get \( x_{ij}^{*}, \forall i \in I, \) and \( Z D(\mu') = \sum_{j \in I} Z R_j(\mu_i') \).

3. **If** \( \sum_{j \in I} x_{ij}^{*} = 1, \) and \( \sum_{i \in I} \mu_i'(\sum_{j \in I} x_{ij}^{*} - 1) = 0 \), STOP; \( x_{ij}^{*} \) solves P1.
4. If $Z^{-1} < ZD(\mu^t)$, let $Z^t = ZD(\mu^t)$.
Otherwise $Z^t = Z^{t-1}$.

5. Compute new point $\mu^{t+1}$, $\forall i \in I$
using (20) and (21)
Replace $t \leftarrow t+1$, and return to Step 2.

Theorem 3:
Algorithm 2a either stops at Step 3 with $ZD^* = Z^*$, or generates a sequence \{\$Zt\} satisfying $\lim_{t \to \infty} Z^t = ZD^*$.

Now we will proceed to the simulated annealing part of the algorithm. We will use the same notation as in Algorithm 1.

Algorithm 2b
1. Initialize: set $Z^* = \infty$, temperature, $T = T_1$ using Eq. (9)
   set $t = 0$, and $K^0$.
2. $I = I + 1$
   Randomly generate $K^t = N(K^{t-1})$
   Such that,
   $m \leq k^t \leq n$
   $\sum_{j \in K^t} s_j \geq k^t$
3. For fixed $y_j \in K^t$, obtain $x_{ij}^*$, $\forall i \in I$
   from Algorithm 2a.
   For $y_j \notin K^t$, set $x_{ij}^* = 0$.
4. Compute $\Delta Z = Z - Z^*$
   If $\Delta Z \leq 0$, Then $Z^* \leftarrow Z$
   and store current solution.
   Else with Prob = exp($-\Delta Z / T$),
   $Z^* \leftarrow Z$ and store current solution.
   If solution unchanged in $N$ iterations,
   go to Step 5.
   Else, go to Step 2.
5. Lower Temperature, $T \leftarrow \omega(T)$, using Eq. (8).
   If $T > T_f$ (Eq. (11)), go to Step 2.
   Else, stop and record optimal solution.

Complexity
In order to analyze the complexity of this problem, recall that problem P2R is a Knapsack problem in $x_{ij}$'s whenever the $y_j$'s are $1$. Since there are $N$, $x_{ij}$'s for each fixed $y_j$, the knapsack problem is solved using dynamic programming techniques in $O(N)$ (Denardo, 1982). When the $y_j = 0$, $x_{ij} = 0$ also. In order to generate $x$ values from each subproblem P2R, $j = 1, \ldots, L$,

6. A LAGRANGIAN RELAXATION ALGORITHM

In order to compare the computational performance of the greedy heuristic and the algorithm based on simulated annealing presented in the last two sections to a more traditional operations research technique, we develop a Lagrangian relaxation algorithm for the hierarchical facility location-allocation problem. To our knowledge, the method developed in this section is different from others in the computer resource location literature. (See for instance, the paper by Gavish and Pirkul [1986] and references therein). It is similar to the algorithm developed by Mirzaian [1985] for the location of concentrators in a communications network. The Lagrangian relaxation technique will also provide a lower bound for the problem which will enable us to compare the goodness of our approximate algorithms by estimating how close they get to this lower bound.

Recall problem P1 given by equations (1) to (5). We will relax equations (2) and (3) by incorporating them into the objective function with the associated Lagrangian multipliers $\lambda_i$, $(i \in I)$, and $\gamma_j$, $(j \in I)$. Then, for all values of $\lambda$ and $\gamma$, we need to find $x_{ij}$ and $y_j$ to solve the problem:

$$ Z(\lambda, \gamma) = \min_{x, y} \sum_{i \in I} \sum_{j \in I} (c_{ij} - \lambda_i + \gamma_j) x_{ij} $$
$$ + \sum_{j \in I} (f_j - \gamma_j s_j) y_j + \sum_{i \in I} \lambda_i $$

Subject to:

$$ x_{ij} \leq y_j \leq 0, \quad \forall i \in I, j \in I $$
$$ x_{ij} \in (0, 1), \quad \forall i \in I, j \in I $$

Note that, except for the integrality conditions, there is only one constraint in problem P3. The theorem below characterizes the optimal solution of the problem, for given values of $\lambda$ and $\gamma$.

Theorem 4:
Let $J(j) = \{i \in I: (c_{ij} - \lambda_i + \gamma_j) < 0, \forall j \in I\}$, and let $\theta_{ij} = f_j - \gamma_j s_j + \sum_{j \in J(j)} (c_{ij} - \lambda_i + \gamma_j)$. An optimal solution of P3 is:

$$ x_{ij} = \begin{cases} 1, & i \in J(j), \forall j \in I \\ 0, & \text{otherwise} \end{cases} $$

For all integers $k$, let $i \in I$, let $x_{ij} = k$, $\forall i \in I, j \in I$.
\[ y_j = \begin{cases} 1 & \text{if } \Omega_{ij} \leq 0 \\ 0 & \text{otherwise} \end{cases} \quad (25) \]

\[ y_j = \begin{cases} 0 & \text{if } i \in J(j) \\ 1 & \text{otherwise} \end{cases} \quad (26) \]

Proof: See Appendix

The next issue is to find the optimal \( X \) and \( y \). Let \( Z_L \) be the objective function value of the linear relaxation of problem \( P1 \); i.e. \( Z_L = Z \) given by equation (1) where the \( x \)'s and \( y \)'s are linear. Given Theorem 1, and noting that minimizing the primal is equivalent to maximizing the dual in linear programs, i.e. \( Z_L = \max_{x,y} Z(x,y) \), we get the following result:

**Theorem 5:**

The optimal solution of the linear relaxation of the hierarchical resource location problem is \( Z_L = Z(X^*,y^*) \) where \( X^* \) and \( y^* \) are the optimal solutions of \( P4 \) given by:

\[ Z_L = \max_{\lambda,\gamma} \sum_{i \in I} \eta_i + \sum_{i \in J} \lambda_i - \gamma_j \beta_{ij} \leq c_{ij} \]

\[ - \eta_i + \sum_{i \in I} \beta_{ij} \leq d_j \]

\[ \lambda_i, \gamma_j, \eta_i, \beta_{ij} \geq 0, \ i \in I, j \in J \]

Proof: See Appendix

Clearly since we are dealing with integer programs, \( Z_L \) obtained from solving problem \( P4 \) (given by equation 27) will be different from the optimal solution for the entire problem \( Z \), given by equation (1). This 'duality gap' exists for all integer programming problems. It should be noted that we can use problem \( P4 \) to obtain the lower bound for the problem, which is the value of \( Z_L \) at the optimum. We will estimate the distance of the solutions of the approximate algorithms to this lower bound. The Lagrangian procedure outlined above can be modified with a subgradient technique to obtain a near optimal solution as opposed to a lower bound. We have not done this because our main reason for using the technique was to analyze the performance of the approximate algorithms. It should be noted that much less computation time would be required for obtaining the lower bound.

### 7. COMPUTATIONAL RESULTS

HSA and PSA are coded in C, with LINDO used for the transportation (linear programming) part of HSA. The Lagrangian relaxation, was also coded in C. The computational performance of all algorithms was investigated using an IBM-PC-AT with a math coprocessor for data networks with 5, 10, and 20 nodes. For each size of network, we generated 25 problems, and for each problem, we estimated the amount of CPU time each algorithm took to satisfy the relevant stopping criterion, recorded the lowest objective function value achieved by each approximate algorithm, and estimated how close it was to the lower bound produced by the Lagrangian Relaxation technique for the same problem.

The test problems were generated randomly as follows: The link weights for links between every pair of nodes in the network are picked randomly from a uniform distribution. Dijkstra's shortest path algorithm was used to find the shortest path between every pair of nodes in the fully connected network. The total path weight between each pair of nodes was obtained by summing the weights of the links on the shortest path between the two nodes. The entity weights were also selected randomly from a uniform distribution. All the nodes in the network were treated as candidate locations for every level.

The results of the three methods are summarized in Table 1. For networks with 5 to 10 nodes, HSA was within 6 percent of the lower bound, and for the 15 node data network, it was within 10 percent. These are very good results. The time taken by the LR was 50 percent lower than that of the HSA algorithm for the small network, and was around 15 percent lower for networks with 10-20 nodes. However, it should be noted that the LR only produces a lower bound. If it were combined with a subgradient technique to obtain near optimal solutions, the computation time could be much longer.

The results for PSA have not been completed as yet.

### 8. CONCLUDING REMARKS

In this paper we formulated the problem of locating resources in a computer network as an integer programming problem, and presented two algorithms based on simulated annealing for solving it. The approximate algorithms both had advantages over a traditional operations research technique based on Lagrangian relaxation. HSA obtained solutions very close to the lower bound, although the computational time was quite large. The Lagrangian relaxation algorithm took a considerable amount of time to compute the lower bound.

What we have shown is that a nontraditional search technique such as simulated annealing could be adapted to the solution of an important problem in computer communications network design. Given the advent of cheap fast desktop computing capabilities, there is a strong argument for using the computer to perform intelligent search for solutions. Also, since design is generally not an on-line activity, the long computation time required...
by these nontraditional search techniques is not really a problem. There is a much greater need for obtaining solutions that are close to being optimal.

9. APPENDIX

Proof of Theorem 4
We will provide a logical proof. Note that all \( d_j \)'s and \( a_j \)'s are strictly positive. Thus if all \( c_{ij} - \lambda_i + \gamma_j \) are also strictly positive, then the solution is trivial, and for optimality all \( x_{ij} \)'s and \( y_j \)'s are set to zero. This trivial solution is given by the Theorem.

Suppose now that \( (c_{ij} - \lambda_i + \gamma_j) \leq 0 \) at some \( i^* \in I, j^* \in J \). \( Z(\lambda, \gamma) \) is minimized if the user at \( i^* \) is allocated to the facility at \( j^* \), provided that the location cost \( d_j - \gamma_j a_j \) at \( j^* \) does not exceed the allocation cost. Continuing this line of argument, many users can be serviced by the facility located at one node (say \( j^* \)), so long as the location cost does not exceed the sum of allocation costs. This provides the condition for the \( y_j \). Clearly, only users with negative allocation cost will be serviced by a facility located at any of the nodes. This gives the condition for the \( x_{ij} \)'s. □

Proof of Theorem 5
Given Theorem 1, and noting that \( Z_L = \max_{\lambda, \gamma} Z(\lambda, \gamma) \), and letting \( f_j = d_j - \gamma_j a_j \), we get that

\[
P_5 = \max_{\lambda, \gamma} \sum_{j \in I} \sum_{i \in J} (c_{ij} - \lambda_i + \gamma_j) + \sum_{i \in I} \lambda_i
\]

We can rewrite this as

\[
Z = \max_{\lambda, \gamma} -\sum_{j \in I} \eta_j + \sum_{i \in I} \lambda_i
\]

\[
\eta_j \geq -f_j - \sum_{i \in J} (c_{ij} - \lambda_i + \gamma_j)
\]

\[
\lambda_i, \gamma_j, \eta_j \geq 0, \quad i \in I, j \in J
\]

We can rewrite the second term on the right-hand-side of equation as follows:

\[
-\sum_{i \in J} (c_{ij} - \lambda_i + \gamma_j) = \max_{\lambda} \sum_{i \in I} (\lambda_i - c_{ij} - \gamma_j) w_{ij}
\]

s.t. \( 0 \leq w_{ij} \leq 1 \)

The dual of the above problem is

\[
\min \sum_{i \in I} \beta_{ij}
\]

s.t. \( \beta_{ij} \geq \lambda_i - c_{ij} - \gamma_j \)

\( \beta_{ij} \geq 0 \)

The above is true for all \( j \in J \). Incorporating equations (37)-(39) into equations (32)-(34), we can rewrite problem P5 as that given in Theorem 5. □
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Table 1
Results of Numerical Analysis

<table>
<thead>
<tr>
<th>Problem Size (nodes)</th>
<th>Algorithm</th>
<th>Per Cent Superior*</th>
<th>Distance</th>
<th>Computation Time from LB+</th>
<th>Ave. cpu sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Parallel SA</td>
<td>40%</td>
<td>5.3%</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Hybrid SA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Lagrangian Relaxation</td>
<td>-</td>
<td>-</td>
<td>33.8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Parallel SA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Hybrid SA</td>
<td>60%</td>
<td>5.3%</td>
<td>900.0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Lagrangian Relaxation</td>
<td>-</td>
<td>-</td>
<td>776.7</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Parallel SA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Hybrid SA</td>
<td>60%</td>
<td>8.1%</td>
<td>1900.6</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Lagrangian Relaxation</td>
<td>-</td>
<td>-</td>
<td>1691.7</td>
<td></td>
</tr>
</tbody>
</table>

* The algorithm produced a solution with a lower objective function value for this percentage of the problems. Percentages do not add up to 100% because for some problems, the solutions were identical.

+ LB = Lower Bound